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Abstract

Social media gives users a platform to communicate effectively with friends, family, and colleagues, and also gives them a
platform to talk about their favourite (and least favourite brands). This “unstructured” conversation can give businesses valuable
insight into how consumers perceive their brand, and allow them to actively make business decisions to maintain their image.
Rapid increase in the volume of sentiment rich social media on the web has resulted in an increased interest among researchers
regarding Sentimental Analysis and Opinion Mining. However, with so much social media available on the web, Sentiment
Analysis is now considered as a Big Data task. The main focus of the research was to find such a technique that can efficiently
perform Sentiment Analysis on Big Data sets. In this paper Sentiment Analysis was performed on a large data set of tweets using
Hadoop and the performance of the technique was measured in form of speed and accuracy. The experimental result shows that
the technique exhibits very good efficiency in handling big sentiment data sets.
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I. INTRODUCTION

Big Data is trending research area in Computer Science and Sentiment Analysis is one of the most important part of this research
area. Big Data is considered as very large amount of data which can be found easily on web, Social media, remote sensing data
and medical records etc. in form of structured, semi-structured or unstructured data and we can use these data for Sentiment
Analysis.

Sentimental Analysis is all about to get the real voice of people towards specific product, services, organization, movies, news,
events, issues and their attributes[1]. Sentiment Analysis includes branches of Computer Science like Natural Language
Processing, Machine Learning, Text Mining and Information Theory and Coding. By using approaches, methods, techniques and
models of defined branches, we can categorize our unstructured data which may be in the form of news articles, blogs, tweets,
movie reviews, product reviews etc. into positive, negative or neutral sentiment according to the sentiment expressed in them.
Sentiment Analysis is done on three levels [1].

— Document level
— Sentence level
— Aspect or Entity level

1) Document Level Sentiment Analysis is performed for the whole document and then decide whether the document
express positive or negative sentiment [1].

2) Entity or Aspect Level Sentiment Analysis performs fine-grained analysis. The goal of entity or aspect level
Sentiment Analysis is to find sentiment on entities and/or aspect of those entities. For example consider a statement
“My HTC Wildfire S phone has good picture quality but it has low phone memory storage.” so sentiment on HTC’s
camera and display quality is positive but the sentiment on its phone memory storage is negative.

3) Sentence level Sentiment Analysis is related to find sentiment form sentences whether each sentence expressed a
positive, negative or neutral sentiment Sentence level Sentiment Analysis is closely related to subjectivity
classification. Many of the statements about entities are factual in nature and yet they still carry sentiment. Current
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Sentiment Analysis approaches express the sentiment of subjective statements and neglect such objective statements
that carry sentiment [1].

Il. EXISTING METHODS

Lexicon Based techniques work on an assumption that the collective polarity of a document or sentence is the sum of polarities
of the individual words or phrases. Some of the significant worksdone using this technique are:

Kamps [18] used a simple technique based on lexical relations to perform classification of text.

Andrea [19] used word net to classify the text using an assumption that words with similar polarity have similar orientation.

Ting-Chun [20] used an algorithm based on pos (part of speech) patter. A text phrase was used as a query for a search engine
and the results were used to classify the text.

Prabhu [21] which used a simple lexicon based technique to extract sentiments from twitter data.

Turney [22] used semantic orientation on user reviews to identify the underlying sentiments.

Taboada [23] used lexicon based approach to extract sentiments from micro blogs.

Sentiment analysis for micro blogs is more challenging because of problems like use of short length status message, informal
words, word shortening, spelling variation and emoticons. Twitter data was used for sentiment analysis by [24].

Negation word can reverse the polarity of any sentence. Taboada [23] performed sentiment analysis while handling negation
and intensifying words. Role of negation was surveyed by [25]. Minquing [26] classified the text using a simple lexicon based
approach with feature detection. It was observed that most of these existing techniques doesn’t scale to big data sets efficiently.
While various machine learning methodologies exhibits better accuracy than lexicon based techniques, they take more time in
training the algorithm and hence are not suitable for big data sets. In this paper, lexicon based approach is used to classify the
text according to polarity.

I11.PROPOSED METHOD

The focus of this research was to device an approach that can perform Sentiment Analysis quicker because vast amount of data
needed to be analyzed. Also, it had to be made sure that accuracy is not compromised too much while focusing on speed.
Sentiment Analysis on Big Data is achieved by collaborating Big Data with hadoop.

Table -1:
Sample Data Dictionary and Its Polarity
Strength Word polarity
weaksubj abandoned negative
weaksubj | abandonment negative
weaksubj abandon negative
strongsubj needed Blind negation

The proposed approach is a dictionary based technique i.e. a dictionary of sentiment bearing words was used to classify the
text into positive, negative or neutral opinion. Machine learning techniques [12] are not used because although they are more
accurate than the dictionary based approaches, they take far too much time performing Sentiment Analysis as they have to be
trained first and hence are not efficient in handling big sentiment data.

A. Real Time Data and Features:

1) Length;
The maximum length of a tweet is about 140 characters. This is very different from the previous sentiment classification research
that focused on classifying longer bodies of work, such as movie reviews.

2) Data Availability:
Another difference is the magnitude of data available. With the Twitter API, twitter4j [13], it is very easy to collect millions of
tweets for training which allows the developer an access to 1% of tweets tweeted at that time basis on the particular keyword..

3) Language Model:
Twitter users post messages from many different media, including their cell phones. The frequency of misspellings and slang in
tweets is much higher than in other domains.

4) Domain:
Twitter users post short messages about a variety of topics unlike other sites which are tailored to a specific topic. This differs
from a large percentage of past research, which focused on specific domains such as movie reviews.
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B. Sentiment Dictionary:

The dictionary contains all forms of a word i.e. every word is stored along with its various verb forms e.g. applause, applauding,
applauded, applauds. Hence eliminating the need for stemming each word which saves more time. The Dictionary also contains
the strength of the polarity of every word. Some word depicts stronger emotions than others. For example good and great are
both positive words but great depict a much stronger emotion.

Negation and blind negation are very important in identifying the sentiments, as their presence can reverse the polarity of the
sentence. The dictionary used here also contains various negation and blind negation words so that they can be identified in the
sentence.

C. Handling Negation and Blind Negation:

Negation words are the words which reverse the polarity of the sentiment involved in the text. For example ‘the movie was not
good’. Although the word ‘good’ depicts a positive sentiment the negation — ‘not’ reverses its polarity. In the proposed approach
whenever a negation word is encountered in a tweet, its polarity is reversed [12, 15, and 16].

Blind negation words are the words which operates on the sentence level and points out a feature that is desired in a product or
service. For example in the sentence ‘the acting needed to be better’, ‘better’ depicts a positive sentiment but the presence of the
blind negation word- ‘needed ’suggests that this sentence is actually depicting negative sentiment. In the proposed approach
whenever a blind negation word occurs in a sentence its polarity is immediately labelled as negative.

D. Sentiment Calculation Algorithm:

Sentiment calculation is done for every tweet and a polarity score is given to it. If the score is greater than 0 then it is considered
to a positive sentiment on behalf of the user, if less than 0 then negative else neutral. The polarity score is calculated by using
algorithm 1 by using mapreduce programming model.
1) Algorithm 1: ALGO_SENTICAL
— Input: Tweets, SentiWord_Dictionary
— Output: Sentiment (positive, negative or neutral)
BEGIN
1) For each tweet T; do the following
2) Initialize SentiScore = 0;
3) For each word W; in T; that exists in Sentiword_Dictionary.
—  If polarity[W;] = blind negation then Return negative.
— Else
—  b.1. If polarity[W;] = positive && strength[W;] = Strongsubj then increment seniscore by 1.
— b.2 Else If polarity[W;] = positive && strength[W;] = Weaksubj then add 0.5 to sentiscore.
—  b.3. Else If polarity[W;] = negative && strength[W;] = Strongsubj then decrement sentiscore by 1.
— b.4 Else If polarity[W;] = negative && strength[W;] = Weaksubj then substract 0.5 from sentiscore.
- b.5. If polarity[W;] = negation multiply sentiscore by -1.
— If Sentiscore of T; >0 then Sentiment = positive.
— Else If Sentiscore of T;<0 then Sentiment = negative.
—  Else Sentiment = neutral
4) Return Sentiment
5) END

1\VV. PERFORMANCE EVALUATION

A. Experimental Setup:

The proposed algorithm was implemented using a 1.x version of Apache Hadoop. Hadoop is designed to work in a multimode
environment but for research purposes often a single node virtual environment is used that creates an illusion of several nodes
which are situated at different locations and are working together. An Intel Core i5-3210M CPU@2.50GHz processor with 6 GB
memory was used to simulate the Hadoop Environment. Data was imported from Twitter using Flume, a distributed, reliable, and
available service for efficiently collecting, aggregating, and moving large amounts of streaming data into the Hadoop Distributed
File System (HDFS).
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B. Results and Evaluation:

As explained earlier the purpose of this research was to device a method that can quickly compute the sentiments of huge data
sets without compromising too much with accuracy. The proposed approach has performed very well in terms of speed.
We will evaluate our experiment results by using following Information Retrieval matrices [20].

—  Precision = TP/(TP + FP)

— Recall =TP/(TP + FN)

—  F-measure = 2*Precision*recall/( Precision + recall)

— Accuracy=TP+TN/(TP+ TN +FP +FN)

—  The proposed method has an accuracy of 75% when worked with 50 comments of hp laptops.

Table -2:
Number of True Positive, True Negative, False Positive and False Negative from 50 Comments

False | False
Positive | Negative

True Positive | True Negative

22 8 11 0

Table -3:
Experimental Results

Precision | Recall | F-measure | Accuracy

66.666% | 100% | 79.95% 75%

40
30
20 M 25MB
10 -
m5/MB
U |
4 3 2 1
Fig. 1: Execution time comparison over single node and multiple nodes(Upto 4 nodes)
X-axis: Nodes
Y-axis: Time

V. CONCLUSION AND FUTURE WORK

Sentiment Analysis is being used for different applications and can be used for several others in future. It is evident that its
applications will definitely expand to more areas and will continue to encourage more and more researches in the field. We have
done an overview of some state-of the-art solutions applied to sentiment classification and provided a new approach that scales
to Big Data sets efficiently. A scalable and practical lexicon based approach for extracting sentiments using emoticons and hash
tags is introduced. Hadoop was used to classify Twitter data without need for any kind of training. Our approach performed
extremely well in terms of both speed and accuracy while showing signs that it can be further scaled to much bigger data sets
with similar, in fact better performance.

In this research, main focus was on performing Sentiment Analysis quickly so that Big Data sets can be handled efficiently.
The work can be further expanded by introducing techniques that increase the accuracy by tackling problems like thwarted
expressions and implicit sentiments which still needs to be resolved properly. Also as explained earlier, this work was
implemented on a single node configuration and although it is expected that it will perform much better in a multimode
enterprise level configuration, it is desirable to check its performance in such environment in future.
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