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Abstract 

 

Data anonymization is the process of hiding sensitive or identity information whose intent is privacy protection. Cloud resources 

are needed to support big data storage and big data is a huge business case for moving to cloud. MapReduce can be used as an 

associated implementation for processing and generating large data sets. In this paper, we propose optimized two-phase data sets 

using the MapReduce framework on cloud. Apache Hadoop is used to implement the MapReduce libraries. This work improves 

the throughput as well as minimizes the delay too compared to the existing TPTDS approach. 
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_______________________________________________________________________________________________________ 

I. INTRODUCTION 

Cloud computing is the delivery of computing as a service rather than a product, whereby shared resource, software, and 

information are provided to computers as a metered service over internet. Cloud computing and big data are complementary, 

forming a dialectical relationship. To solve big data problems, cloud computing technologies are needed. End users access cloud 

based applications through a web browser or a light weight desktop app or mobile app while the business software and data are 

stored on servers at a remote location. 

 Privacy Preservation: A.

Privacy is with the support of encryption and anonymization techniques. Existing technical approaches for preserving the most 

concerned issue in cloud computing. The original data and intermediate data are protected with the help of encryption and 

anonymization techniques. The privacy of datasets stored in cloud mainly includes encryption and anonymization. In the most 

basic form of PPDP, the data publisher has a table of the form with the attributes, D (Explicit Identifier, Quasi Identifier, 

Sensitive Attributes, Non-Sensitive Attributes).In order to protect individual privacy, known identifiers (e.g., Name and Social 

Security Number) must be removed. The primary goal of K-anonymization is to protect the privacy of the individuals. Using 

multidimensional partitioning, a k-anonymization is generated in two steps. In the first step, multidimensional regions are 

defined that cover the domain space, and in the second step, recording functions are constructed. 

II. LITERATURE SURVEY 

The Privacy Leakage Upper Bound Constraint-Based Approach is proposed to provide a privacy concern for the data sets in the 

cloud. It works based on identifying the intermediate data sets to be encrypted iteratively. A tree structure has been modelled 

from the generation relationships of intermediate data sets to analyse privacy propagation among data sets. 

The Closeness model is introduced in order to provide higher utility. In this work, privacy is measured by the information gain 

of an observer. Before seeing the released table, the observer has some prior belief about the sensitive attribute value of an 

individual. After seeing the released table, the observer has a posterior belief. Information gain can be represented as the 

difference between the posterior belief and the prior belief. 

Slicing is a novel technique which partitions the data both horizontally and vertically. It shows that slicing preserves better 

data utility than generalization and can be used for membership disclosure protection. Slicing first partitions attributes into 

columns. Each column contains a subset of attributes. This vertically partitions the table. Slicing also partition tuples into 

buckets. Each bucket contains a subset of tuples. This horizontally partitions the table. It is done in following steps: Pre-

processing, Attribute disclosure protection, and Membership disclosure protection. 
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TDS (Top Down Specialization) is an iterative process starting from the top most domain values in the taxonomy trees of 

attributes. Each round of iteration consists of three main steps, namely, finding the best specialization, performing specialization 

and updating values of the search metric for the next round. The goodness of a specialization is measured by a search metric. 

TPTDS, as the name suggests has two phases for carrying out TDS operation. In the first phase, an original data set D is 

partitioned into smaller ones. Then, we run a subroutine over each of the partitioned data sets in parallel to make full use of the 

job level parallelization of MapReduce. The subroutine is a MapReduce version of centralized TDS (MRTDS) which concretely 

conducts the computation required in TPTDS. MRTDS anonymizes data partitions to generate intermediate anonymization 

levels. An intermediate anonymization level means that further specialization can be performed without violating k-anonymity. 

In the second phase, all intermediate anonymization levels are merged into one. The merging of anonymization levels is 

completed by merging cuts. Then, MRTDS can further anonymize the entire data sets to produce final k- anonymous data sets in 

the second phase. 

III.  METHODOLOGY 

Mapreduce is used for splitting the large input data into chunks of more or equal size, spinning up a number of processing 

instances for the map phase apportioning data to each of the mappers, tracking the status of each mappers, routing the map 

results to the reduce phase and finally shutting down the mappers and the reducers when the work has been done. It is easy to 

scale up MapReduce to handle bigger jobs or to produce results in a shorter time by simply running the job on a larger cluster. 

When Mapreduce is not used, the process fails in distribution system. A novel optimized solution is proposed to handle data 

computation and data security issues through a hybrid approach involving PSO & genetic based MapReduce management and 

anonymization of the data using ABE scheme.  

Particle swarm optimization is the popular technique which is based on social behaviour of birds. The optimized feature set of 

big data is used to specialize the data’s efficiently. PSO technique is based mainly two attributes namely velocity and position. 

Whenever the particle moves the velocity and position of particle has to be updated in order to achieve the optimal selection of 

feature set. Anonymization level can intuitively represent the anonymization degree of a data set, i.e., the more specific AL a 

data set has, the less degree of anonymization it corresponds to. Thus, TDS approaches employ anonymization level to track and 

manage the specialization process. 

 
Fig. 1: PSO based Two Phase Top Down Specialization 

 Method: PSO based Two Phase Top down Specialization: A.

 Input: Data set D, anonymity parameters k, k
I
 and the number of partitions p. 

 Output: Anonymous data set D*. 

1) Partition D into Di, 1  i   p. 

2) Find out initial anonymization level AL
0
 by applying the above algorithm called PSO 
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3) Execute MRTDS (Di, k
I
,AL

0 
) -> ALi , 1  i    p in parallel as multiple MapReduce jobs. 

4) Merge all intermediate anonymization levels into one, merge (AL1, AL2 , ….ALp ) ->AL
I
 . 

5) Execute MRTD (D, k, AL
I 
) -> AL* to achieve k-anonymity. 

6) Specialize D according to AL*, Output D*. 

 PSO: B.

 Input: Let S be the number of particles in the swarm, each having a position xi ∈ ℝn
 in the search-space and a velocity 

vi ∈ ℝn
. Let pi be the best known position of particle i and let g be the best known position of the entire swarm.  

1) For each particle i = 1, ..., S do:  

2) Initialize the particle's position with a uniformly distributed random vector: xi ~ U(blo, bup), where blo and bup are the 

lower and           upper boundaries of the search-space. 

3) Initialize the particle's best known position to its initial position: pi ← xi 

4) If (f(pi) < f(g)) update the swarm's best known position: g ← pi 

5) Initialize the particle's velocity: vi ~ U(-|bup-blo|, |bup-blo|) 

6) Until a termination criterion is met (e.g. a solution with adequate objective function value is found), repeat:  

7) For each particle i = 1, ..., S do:  

8) Pick random numbers: rp, rg ~ U(0,1) 

9) For each dimension d = 1, ..., n do:  

10) Update the particle's velocity: vi,d ← ω vi,d + φp rp (pi,d-xi,d) + φg rg (gd-xi,d)  

11) Update the particle's position: xi ← xi + vi 

12) If (f(xi) < f(pi)) do:  

13) Update the particle's best known position: pi ← xi 

14) If (f(pi) < f(g)) update the swarm's best known position: g ← pi 

15) Now g holds the best found solution. 

IV. RESULT 

A specialization with the highest IGPL value is regarded as the best one and selected in each round. Given a specialization   spec: 

p  Child (p), the IGPL of the specialization is calculated by 

IGPL (spec) = IG (spec) / (PL (spec) + 1)                                    (1) 

The term IG (spec) is the information gain after performing spec, and PL (spec) is the privacy loss. IG (spec) and PL (spec) 

can becomputed via statistical information derived from data sets. Let Rx denotes the set of original records containing attributes 

values that can be generalized to x. |Rx| is the number of data records in Rx. Let I(Rx) be the entropy of Rx. Then IG (spec) is 

calculated by 

IG (spec) = I (Rp) -     
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Let |(Rx , sv)| denote the number of the data records with sensitive value sv in Rx.I(Rx) is computed by  
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The anonymity of a data set is defined by the minimum group size out of all QI group, denoted as A. 

V. CONCLUSION 

In the case of handling large amount of data (big data) privacy is the main issue where the identity of users has to be in hidden. 

When applying specialization technique in partitioned data’s, the optimized feature set have to be find out in order to apply 

specialization efficiently. The optimized feature set can be find out by using PSO technique. Optimized feature set in the sense 

that which kind of attributes has to be specialized. 

In this work TDS approach is used to handle the partitioned data sets effectively. This approach gives effective way of 

preserving privacy information of the user by hiding user’s sensitive information. Genetic technique is used to find out the 

generalized feature set for efficient specialization. It reduces the computation cost considerably by selecting the optimal feature 

set for specialization. Delay can be also reduced. The specialization is applied just for optimal feature set, instead of applying 

specialization for entire data. So that optimized data anonymization is also achieved. The applications of this project are Data 

Intensive Computation & Big Data analytics specialization  
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