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Abstract

Regression testing is a common and necessary task carried out by software practitioners to validate the quality of evolving software systems. Unfortunately, regression testing is often an expensive, time-consuming process, particularly when applied to large software systems. Consequently, practitioners may wish to prioritize the test cases in their regression test suites to execute more important test cases earlier in the regression testing process. One common goal of this test case prioritization is to increase a test suite's rate of fault detection, a measure of how quickly faults are detected by a test suite. Recent research has begun to incorporate the practical issues of varying test costs, test criticalities and fault severities into test case prioritization techniques and metrics measuring the rate of fault detection of these techniques. However, more empirical data is needed to sufficiently examine both the metrics and techniques developed by this research. To address this need, we conducted a case study to further examine the effectiveness of various prioritization techniques that incorporate varying test costs and criticalities. Software practitioners can use the results of this study to help enhance the effectiveness of their regression testing procedures and, in doing so, improve the quality of their software.
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I. INTRODUCTION

The software industry employs a large amount of resources in testing software. In many cases, this testing is ad-hoc, expensive and time-consuming. A common consequence is unreliable software that is difficult to maintain, arduous to modify and comes at an unnecessarily high cost.

One widespread testing strategy employed by software engineers is to group the individual test cases for a particular software system into a set of test cases called a test suite. This test suite, or a portion of the suite, is run during the development of the software for the purpose of detecting faults within the system. A fault is an observed deviation from the specified functionality of a software system.

Often times, a developer will make changes to a software system after previously testing, and possibly releasing, that system. At this time, the developer is faced with the possibility that his or her changes will unfavorably affect the system, causing it to behave erroneously in cases where it formerly did not. We call such an occurrence a regression fault. Regression testing is a process software engineers carry out for, among other things, the purpose of detecting regression faults. Regression testing is a widespread process within the software industry because during the development process, as changes are made, several versions of a software system may be internally released among developers and after the development process, many Upgrades or patches to a system may be released to consumers. Upgrades to a system add new features that were not included in previous releases of the system, while patches correct faults in the software system that were either not discovered or not resolved during the system's development.

There are many ways to implement regression testing. A developer could simply rerun all the test cases that were run before the modification of the previous version of the software system; this approach is often referred to as the retest-all approach. However, this may involve unnecessary work when changes affect only a portion of a system. Furthermore, some test suites are large and can take days or weeks to fully execute. For example, Elbaum et al. report that one industrial test suite of a system of about 20,000 lines of source code requires a full seven weeks to run.

At times, therefore, it is desirable to run only a subset of the test suite, which can be chosen by using regression test selection techniques or permanently reduce the number of test cases by eliminating redundant test cases from the test suite, which can be accomplished by using test suite reduction techniques or prioritize the test cases within the test suite in a particular order to maximize some goal. Test case prioritization techniques are often used to implement this latter strategy by ensuring that those test cases that best accomplish this goal are executed early in the regression testing process. Potential goals of prioritization techniques can range from detecting faults as early as possible during the testing process (maximizing rate of fault detection) to exercising certain subsets of the system based on their frequency of use or previous history of failure, or achieving code coverage as quickly as possible. It is these prioritization techniques that attempt to maximize rate of fault detection that we focus on in this thesis.
The most commonly cited goal of test case prioritization is to increase a test suite's rate of fault detection. "Fault detection", however, is a relative term because certain faults in a software system can have a greater severity than other faults. For example, a fault that blocks system execution may (all other things being equal) be considered much more severe than a simple cosmetic fault in the system's appearance to the user. Using a different metric, a fault in software functionality that a user makes use of multiple times each day might be considered more severe than a fault in functionality that a user exercises once a month. Furthermore, some test cases have greater costs than other test cases. A test case that requires one hour to fully execute may (again, all other things being equal) be considered much more expensive to run than a test case that requires one minute to execute. Finally, some test cases may be intrinsically more critical to execute than other test cases. A test that exercises a software system operation commonly used by software users may be considered more critical than a test that exercises an operation that users rarely utilize.

To capture such factors, while providing a way to compare test orders for relative cost-effectiveness, a metric is needed. Elbaum et al. present such a "cost-cognizant" metric, APFDC, which can be used to measure rate of fault detection by numerically rewarding (prioritized) test case orders, taking into account variance in fault costs, test costs and test criticalities. This cost-cognizant metric, however, requires that prioritization techniques be adapted to consider the cost and criticality (determined by the performance goal the technique is attempting to meet) of test cases when prioritizing a test suite. Some cost-cognizant prioritization techniques are suggested in .

II. LITERATURE SURVEY

In year 1997, Wong, W.E. ; Bellcore, Morristown, NJ, USA ; Horgan, J.R. ; London, S. ; Agrawal, H. performed a work,” A study of effective regression testing in practice” The purpose of regression testing is to ensure that changes made to software, such as adding new features or modifying existing features, have not adversely affected features of the software that should not change. Regression testing is usually performed by running some, or all, of the test cases created to test modifications in previous versions of the software.

In year 2001, Rothermel,G. performed a work, "Prioritizing test cases for regression testing” Test case prioritization techniques schedule test cases for execution in an order that attempts to increase their effectiveness at meeting some performance goal. Various goals are possible; one involves rate of fault detection, a measure of how quickly faults are detected within the testing process. An improved rate of fault detection during testing can provide faster feedback on the system under test and let software engineers begin correcting faults earlier than might otherwise be possible.

In year 2002, Jung-Min Kim, performed a work, “A history-based test prioritization technique for regression testing in resource constrained environments” Regression testing is an expensive and frequently executed maintenance process used to revalidate modified software. To improve it, regression test selection (RTS) techniques strive to lower costs without overly reducing effectiveness by carefully selecting a subset of the test suite. Under certain conditions, some can even guarantee that the selected test cases perform no worse than the original test suite. This ignores certain software development realities such as resource and time constraints that may prevent using RTS techniques as intended (e.g., regression testing must be done overnight, but RTS selection returns two days' worth of tests).

In year 2004, Sebastian Elbaum, performed a work, “Selecting a Cost-Effective Test Case Prioritization Techniques” Regression testing is an expensive testing process used to validate modified software and detect whether new faults have been introduced into previously tested code. To reduce the cost of regression testing, software testers may prioritize their test cases so that those which are more important, by some measure, are run earlier in the regression testing process. One goal of prioritization is to increase a test suite's rate of fault detection.

In year 2007, Cohen, M.B ; Woolf,K.M, “ Combinatorial Interaction Regression Testing: A Study of Test Case Generation and Prioritization” Regression testing is an expensive part of the software maintenance process. Effective regression testing techniques select and order (or prioritize) test cases between successive releases of a program. However, selection and prioritization are dependent on the quality of the initial test suite. An effective and cost efficient test generation technique is combinatorial interaction testing, CIT, which systematically samples all t-way combinations of input parameters.

III. THE TEST CASE PRIORITIZATION

Before describing the software system with which this case study was performed, we provide details regarding the test case prioritization problem, the APFDC metric and the prioritization techniques used in this case study.

A. The Test Case Prioritization Problem

Rothermel et al. formally define the test case prioritization problem:

Given: T, a test suite, PT, the set of permutations of T, and f, a function from PT to the real numbers.

Problem: Find T' E PT such that (VT') (T' E PT) (T' E T) [r(T') > f (T')] .

To elaborate on this definition, PT represents the set of all possible prioritizations (orders) of the test suite T, and f is a function that takes a test suite and generates an award value based on that test suite's ability to meet some performance goal, such as rate of fault detection. The definition assumes that high award values are more desirable than lower award values.
As stated earlier, test case prioritization techniques are usually developed to maximize a test suite's ability to meet some performance goal. However, there exist various performance goals a software quality engineer may wish to meet when prioritizing a test suite for regression testing. Some of these possible goals are qualitatively described by Rothermel et al.:

- Software engineers may wish to increase the probability of revealing the faults in a software system as early in the regression testing process as possible. This is referred to as a test suite's rate of fault detection, and, in practice, is a common goal of prioritization, as detecting faults is typically considered the primary purpose of testing a software system.
- Software engineers may wish to cover as great a percentage of a software system's (coverable) source code as possible in the shortest amount of time. This is referred to as a test suite's rate of code coverage. Increasing the rate of code coverage of a software system is a common goal in practice because software engineers may be required by regulating agencies to use testing to cover a certain percentage of a software system's source code. Consequently, it may be desirable to accomplish this task as quickly as possible.
- Software engineers may wish to use testing to increase their confidence in the reliability of the software system at as fast a rate as possible. This goal might be accomplished, for example, by using testing to exercise those features of a system that have tended to fail in the past early in the regression testing process.
- Software engineers may wish to detect high-risk faults, i.e., those faults that a software user is most likely to encounter, or that are the most safety-critical, as early in the testing process as possible so that these faults can be quickly resolved.
- Software engineers may wish to execute modified source code, or specific sections of modified code, early in the regression testing process, therefore attempting to detect faults related to these code changes as quickly as possible.

In order to effectively judge a prioritization technique's success in meeting any performance goal, however, it is necessary to provide a quantitative means of measuring that technique's effectiveness. In the definition of the test case prioritization problem provided above, this quantification takes the form of a function \( f \). In this thesis, that quantification is the APFDC metric.

IV. RESEARCH METHODOLOGY

Previous work has introduced both new metrics and techniques for performing cost-cognizant test case prioritization. However, while laid the groundwork for cost-cognizant test case prioritization, more empirical data is necessary to sufficiently examine the techniques introduced in that work. Furthermore, only investigates three cost-cognizant prioritization techniques; we would like to gather empirical data concerning the effectiveness of additional cost-cognizant techniques for regression testing.

A. Methodology

After preparing our test subject for the case study and creating the necessary additional tools required to obtain the cost-cognizant data and fault information for the subject, our next step was to create prioritized suites using the cost-cognizant techniques described in Section 2.3. For the randomized prioritization technique, however, to control for the influence of variance, we created 20 suites per version.

Having obtained these suites, our remaining task becomes one of calculating APFDC values. We therefore used the fault information for each test case to calculate various APFDC values of each prioritized test suite for versions v1—v10 in a manner to properly address our two research questions, as follows.

1) \( R(21) \): Random Test Case Orderings versus Cost-Cognizant Prioritizations

One method of evaluating our cost-cognizant prioritization techniques is to compare these techniques to a randomized test case ordering. To perform this comparison, we measured the \( \text{APFDC} \) of the prioritized test suites for versions v1—v10. For the randomized prioritizations, we averaged the \( \text{APFDC} \) values obtained on the 20 test suites mentioned earlier. We can analyze these results to compare the performance of each prioritization technique, in terms of cost-cognizant rate of fault detection, against the average \( \text{APFDC} \) obtained for the random technique.

2) "Hard to Detect Faults": Random Orderings versus Cost-Cognizant Prioritization"

To compare the performance of our cost-cognizant prioritization techniques when detecting "hard to detect faults", we measured the \( \text{APFDC} \) of the same test case orderings created to address RQ1, except that we considered only those faults that were detected by a certain percentage of the test cases in our test suite. We divided the faults of each version of our test subject into three categories: (1) those faults detected by only 1% of all test cases, (2) those faults detected by 0.5% of all test cases, and (3) those faults detected by 0.25% of all test cases. Using this information, we can compare the \( \text{APFDC} \) values for cost-cognizant prioritization to the average \( \text{APFDC} \) for the random test case orderings, with respect to the "hard to detect faults" of a software system.
V. Result

A. RQ1: Random Test Case Orderings versus Cost-Cognizant Prioritizations

As can be seen, the APFDC values of this table indicate that test suites prioritized by the cost-cognizant implementations of additional function coverage, additional fault index coverage, additional DIFF coverage and additional binary DIFF coverage hereafter referred to as the additional coverage prioritization techniques always outperform a random test case ordering. However, the cost-cognizant implementations of total function coverage, total fault index coverage, total DIFF coverage and total binary DIFF coverage hereafter referred to as the total coverage prioritization techniques do not always outperform a random test case ordering. Of particular note, all prioritized test suites from the total coverage techniques failed to outperform the randomized test suites for versions v2, v3, v4, v7, v8 and v9, and at least one total coverage technique failed to outperform the randomized test suites in v1, v6 and v10. However, there were cases, such as v5, in which every test suite prioritized from a total coverage technique outperformed, based on APFDc values, the average of the random orderings of the test suite.

B. RQ2: "Hard to Detect Faults": Random Orderings versus Cost-Cognizant Prioritizations

VI. Conclusions and Future Work

Through this thesis, we have provided a further examination of cost-cognizant test case prioritization techniques. We explored the ability of these techniques to make the regression testing process more efficient by investigating their capability to improve the rate of fault detection that might otherwise be achieved by a random test case ordering. Our results suggest that cost-cognizant additional coverage prioritization techniques can improve a test suite’s rate of fault detection, but that cost-cognizant total coverage prioritization techniques may not provide this improvement. We also explored the capabilities of cost-cognizant techniques in providing an improved rate of fault detection when the faults in a software system are very difficult to detect, where we found that cost-cognizant test case prioritization techniques generally provide a significant improvement over random test case orderings as faults grow increasingly difficult to detect.

While this study was designed to provide additional empirical evidence concerning the effectiveness of cost-cognizant prioritization techniques, it has also raised several possibilities for future research. First, our results concerning the APFDC of randomized test case orderings seem to indicate that prioritization techniques may not provide an improved rate of fault detection when cost-cognizant metrics are factored into the techniques. These findings, however, are contrary to previous research investigating the rate of fault detection of non-cost-cognizant test case prioritization techniques. Yet, since these results were gathered using a metric where fault severities are considered uniform, further research could provide additional clarity on this matter.

Second, our results indicate that cost-cognizant test case prioritization techniques yield test suites with higher rates of fault detection than random test case orderings when the faults of a software system are “hard to detect”. Furthermore, the superiority of test case prioritization techniques appears to be amplified as these faults grow increasingly difficult to detect. This is a relatively untested finding, however, and further research should be committed towards investing this issue further.

Finally, an additional strategy for investigating the effectiveness of cost-cognizant prioritization techniques might be to compare the APFDC values of the cost-cognizant adaptations of our techniques with those values of the non-cost-cognizant adaptations. A study designed similar to that of this thesis could be effective in investigating cost-cognizant techniques through this comparison, provided that non-cost-cognizant implementations of each prioritization technique are available. Conducting such a study on multiple test subjects with multiple test suites, both of varying sizes, would increase the power of such a study.

It is our hope that the results of this study will contribute to the advancement of efficient methods of regression testing through test case prioritization, and will help to improve the overall quality of future software.
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