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Abstract

Today’s internet world consists of tremendous amount of audio and video data which is consuming more space on clouds and servers. Even streaming of such audio and video data requires lot of efforts from hardware as well as software point of view, which increase the cost of service. So today there is need to convert this audio/video into some digital form which can be easily accessible and the downloaded over the internet. Segmentation gives the best approach for dividing the multimedia data into digital data by extracting different features of multimedia data. This paper introduces new technique to segment the audio signals and extract the different features in feature vector so that this data will be reproduced after transmission over the internet. With feature extraction from audio, it is possible to recognize the content of a piece of audio. This paper explains the need for audio feature extraction system, and also describes the most important attributes such as Mel Frequency Cepstral Coefficient, Zero Crossing Ratio, Linear Predictive Coefficient, Signal to Noise Ratio, Spectrum Flux, Power Spectrum, RMS etc.
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I. INTRODUCTION

Audio data is available at everywhere, but it is often in an unstructured order. So, it is necessary to arrange them into regularized features in order to use them more easily. It is also useful to segment an audio stream from a video clip according to audio types [1].

In many applications it is interested to segment the audio stream into homogeneous areas. Thus audio segmentation is the process of partitioning a continuous audio stream in terms of acoustically homogenous or equivalent category regions. [8]

The goal of audio segmentation is to find acoustic changes in an audio signal. This segmentation produces useful information such as division into speaker signals and speaker identities, allowing for automatic indexing and information retrieval of all occurrences of a particular speaker. If we collect together all segments produced by the same speaker we can perform automatic online speech recognition acoustic models to improve overall system performance [2].

II. SEGMENTATION APPROACHES

There are segmentation methods which are categorized into three groups, viz energy-based, metric-based, and model-based. The energy-based algorithm uses sound power in time domain. On the other hand, both the metric-based and the model-based method are based on statistical models. There are different types of segmentation approaches i) Energy Based ii) Model Based and iii) Metric Based.

Fig 1 shows the basic architecture of feature extraction. It simply shown how features are separated into Speech and Non-speech features. According to these here six different classes of audio are defined.

A. Speech:
It is the pure speech recorded in the studio without background music.

B. Speech over music:
It includes all studio speech with music in the background which may add instrumental audio also.

C. Telephone speech:
In this some part of the conversation have telephonic speech from the viewers. These interventions are get mixed in the program’s main audio as a wide band stream.

D. Telephone speech:
The same as previous class but additionally there is music in the background.

E. Music:
It is the pure music which is recorded in the studio without any speech.
F. Silence:
No Sound

III. FEATURES OF AUDIO

A. Magnitude Spectrum:
The magnitude spectrum is calculated by initially calculating the Fast Fourier Transform (FFT) with a Hamming code window. The magnitude spectrum value for each bin is calculated by first adding the squares of the real and imaginary parts of audio components. The square root of this is then found and the result is divided by the number of bins [20].

B. FFT Bin Frequencies:
This feature is calculated using bin labels, in Hz, which is used in power spectrum or magnitude spectrum which would be calculated by the FFT of a window of the size of that provided to the feature extractor. Even though it is not a useful feature for classification, it can be used for calculating other depended features [15].

C. Power Spectrum:
The power spectrum of a signal provides the distribution of the audio signal power among various frequencies. It is the Fourier transform of the correlation function, and generates the information on the correlation structure of the signal. [15]

D. Spectral Centroid:
This feature is a measure of the "centre of mass" of the power spectrum and is found by calculating the mean bin of the power spectrum. The result returned is a number from 0 to 1 which represents a fraction of the total number of bins. [15,23]

E. Spectral Flux:
Spectral flux is evaluated by calculating the difference between the current values of each magnitude spectrum bin in the current window and previous window. These differences are squared, and then added to get the result. [22,23]

F. Compactness:
This feature represents how important a regular beat is played in a piece of music. This is calculated by finding the sum of all values in the beat histogram [22].

G. ZCR:
This feature is calculated as a measure of the pitch and noisiness sound of a signal. It is also calculated by finding the number of times the signal changes sign from one sample to another (or touches the zero axis) [23].

H. Bit Histogram:
This is the histogram which shows the strength of different rhythmic periodicities in a signal. This is calculated by taking the Root Mean Square of 256 windows and then taking the FFT of the result [23].
I. **RMS:**
It extracts the Root Mean Square (RMS) from a set of samples. RMS is calculated by adding the squares of each sample, dividing this by the total number of samples in the window, and finding the square root of the result. [23]

J. **MFCC:**
Mel-frequency Cepstral coefficients (MFCCs) are the signal coefficients that are collected to forms MFC. The Mel-frequency cepstrum different from cepstrum in the frequency bands which are equally divided on the Mel scale. MFCCs are rigorously used as features in speech recognition systems.

K. **Relative Difference Function:**
This feature evaluates the log of the derivative of the RMS. This is useful for onset detection. [20]

L. **Bit Histogram:**
Normally histogram shows the strength of different rhythmic periodicities in a signal. This is calculated by taking the Root Mean Square of 256 windows and then taking the FFT of the result. [8]

IV. **BASIC SEGMENTATION ARCHITECTURE**

Figure 2 shows the basic architecture of the proposed approach that performs audio segmentation and speaker segmentation. Non speech segments are again categorized into music, environmental signal and silence [2].

The proposed algorithm for audio segmentation segments the audio into different parameters as described before also algorithm used for feature extraction divides the different audio features such as MFCC, LPC, SF, SNR, Power spectrum, Magnitude spectrum, Relative Difference Function, ZCR etc.

Figure 3 shows the flowchart of proposed audio segmentation and classification algorithm. It is a hierarchical structure. In the initial part of this level, a long audio stream can be segmented into some audio clips according to the change of background sound in histogram modeling. After feature extraction, the input digital audio stream is classified into speech and non-speech. Non speech segments are further classified into music, environmental signals and silence signal, while speech segments are further segmented by speaker identity.
In this algorithm the audio into different parameters as described before also feature extraction algorithm separates out the
different audio features [14].

Usually a chosen set of features is extracted from each frame of the audio. The features are then often normalized by the
calculated mean value and the standard variation over a larger time unit and then stored in a feature vector. [17]

Features are used in two ways, either by using the extracted value or by using changes over time. When using the changes over
time it is possible to calculate statistical features like variance and standard deviation. In [5] it is shown how using changes over
time are more accurate than only using the absolute values of the features. Only one feature is used in [1], [4] and [7], although
they all use advanced special features described earlier. Others have chosen to have a set of standard features. In [3] five different
features are used, energy, ZCR, Spectral Entropy and the two first MFCCs. RMS and ZCR are used in [2].

Fig 4 shows the details about how the segmentation and feature extraction will be implemented. Initially open any kind of audio
data file in buffer and determine the frame size using sampling rate. Apply windowing techniques for filtering data with window
size of 1024 bytes in overlapping method. Apply formulae for FFT, LPC, ZCR, Magnitude spectrum, Power spectrum, Spectral
Centroid [18].

V. RESULTS

Table - 1

<table>
<thead>
<tr>
<th>Audio type</th>
<th>MS</th>
<th>PS</th>
<th>LPC</th>
<th>FFT Bin Frequencies</th>
<th>ConstantQ</th>
<th>RMS</th>
<th>Compactness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Speech (PS)</td>
<td>0.042</td>
<td>0.036</td>
<td>-0.035</td>
<td>2000</td>
<td>0.0001</td>
<td>0.29</td>
<td>5.96</td>
</tr>
<tr>
<td>Pure Speech (PS)</td>
<td>0.027</td>
<td>0.015</td>
<td>-0.046</td>
<td>2000</td>
<td>0.0002</td>
<td>0.16</td>
<td>1.34</td>
</tr>
<tr>
<td>Pure Speech (PS)</td>
<td>0.047</td>
<td>0.037</td>
<td>-0.035</td>
<td>2000</td>
<td>0.0001</td>
<td>0.21</td>
<td>4.28</td>
</tr>
<tr>
<td>Pure Speech (PS)</td>
<td>0.034</td>
<td>0.016</td>
<td>0.0005</td>
<td>2000</td>
<td>-0.0008</td>
<td>0.01</td>
<td>4.9</td>
</tr>
<tr>
<td>Pure Speech (PS)</td>
<td>0.029</td>
<td>0.027</td>
<td>-0.037</td>
<td>2000</td>
<td>-0.0008</td>
<td>0.18</td>
<td>4.8</td>
</tr>
<tr>
<td>Pure Speech (PS)</td>
<td>0.003</td>
<td>0.001</td>
<td>0.005</td>
<td>2000</td>
<td>-0.0008</td>
<td>0.10</td>
<td>3.14</td>
</tr>
</tbody>
</table>

Table - 2

<table>
<thead>
<tr>
<th>Audio type</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Speech (PS)</td>
<td>85.15%</td>
<td>85.63%</td>
<td>87.62%</td>
</tr>
<tr>
<td>Silence (SIL)</td>
<td>97.10%</td>
<td>86.14%</td>
<td>91.29%</td>
</tr>
<tr>
<td>Others</td>
<td>77.95%</td>
<td>95.08%</td>
<td>85.67%</td>
</tr>
<tr>
<td>Pure Speech (PS)</td>
<td>91.33%</td>
<td>93.65%</td>
<td>92.47%</td>
</tr>
<tr>
<td>Silence (SIL)</td>
<td>98.22%</td>
<td>92.97%</td>
<td>95.52%</td>
</tr>
<tr>
<td>Others</td>
<td>85.68%</td>
<td>95.45%</td>
<td>90.3%</td>
</tr>
</tbody>
</table>

The above results are calculated by applying some audio samples on the code implemented on java and the test results are generated
mentioned in above table. From this it has been observed that FFT Bin Frequencies parameter remains constant for any audio
sample applied for testing and other parameters are generated. Also this is tested for any kind of audio file formats such as.avi, mp3, mp4, voc, .wav etc.
VI. CONCLUSION

In above method, we have presented comparative analysis of on feature extraction using segmentation techniques. Different parameters such as audio type, accuracy, recall factor and precision have been observed for pure speech, silence etc at primary level.

The above classification can be extended for other feature such as Spectrum, Spectral Centroid, MFCC, LPC, ZCR, SNR, Moments, Beat Histogram, Beat Sum, RMS etc in order to precisely segment all these features has been calculated and its comparison is made. The above algorithms can be to all types of audio files such as .wav, pcm, .avi, .mp3 etc also in future from video clip an audio can be segmented and features can be calculated.
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