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Abstract 

 

Thyroid is the major disorder occurs due to the lack of thyroid hormone among women than man. The test report of thyroid includes 

number of attributes such as TSH, T3, TT4, T4U and more. Manually determining the disorder for number of peoples test report 

is not easier. So, using the data mining approach will made this task simpler by predicting the disorder from the large dataset. 

Traditionally, Linear Discriminant Analysis (LDA) data mining technique is used to predict the thyroid disorder. In our proposed 

work, the random forest approach is utilized to predict the hypothyroid disorder by collecting the dataset from UCI repository. The 

performance measure is calculated from the confusion matrix with the accuracy. The experimental result is obtained from the Weka 

tool.       
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I. INTRODUCTION 

Ten out of one Indians suffer from thyroid disorder. This disorder primarily happens for women at the age of 17-54. The extreme 

stage of thyroid leads to increase in blood pressure, maximize the cholesterol level, cardiovascular complications, decreased 

fertility, and depression. An Electronic Health Record (EHR) contains the digitally stored information about the health information 

about an individual which includes the observations, laboratory tests, diagnostic reports, medications, procedures, patient, 

identifying information, and allergies[3]. Thyroid hormone is produced by the thyroid gland which is one of the endocrine glands. 

The main function of this hormone is to accelerate the human body metabolism, burn calories, protein, and restrict the other 

hormonal gland while there is excessive secretion[4]. The thyroid gland      

Identifying the thyroid disorder from the tested report is complex and tedious job which can be determined only by the 

experienced and knowledge. Traditionally, there are two approaches, one is examining the blood tests by lab technicians and the 

other is doctor’s diagnosis based on the signs, symptoms, and physical examination of patient[1] to predict the thyroid. Since this 

is not easier to examine each and everyone report from the large dataset to predict the result. The main task is to predict the thyroid 

disorder with better accuracy.  

Thyroid gland secretes thyroid hormones to control the body’s metabolic rate. The malfunction of thyroid hormone will leads 

to thyroid disorders. The thyroid or the thyroid gland is an endocrine gland. The thyroid gland releases thyroxine (T4) and 

triiodothyronine (T3) into the blood stream as the principal hormones. The functions of the thyroid hormones are to regulate the 

rate of metabolism and affect the growth. There are two most common problems of thyroid disorder or thyroid disease. They are 

Hyperthyroidism - releases too much thyroid hormone into the blood due to over active of thyroid and Hypothyroidism - when the 

thyroid is not active and releases too low thyroid hormone into the blood[2].    

The existing work is carried out using the LDA algorithm which has the main disadvantage of LDA does not work well if the 

design is not balanced (i.e. the number of objects in various classes are (highly) different). The LDA is sensitive to overfit and 

validation of LDA models is at least problematic. (However other methods as RDA, ANN, SVM etc. are even worse). LDA is not 

applicable (inferior) for non-linear problems (separation of orange- banana shape point clouds, class in class situations). The 

proposed work includes: 

 The thyroid dataset collection, 

 Classifying using the Random forest approach, 

 Implementing it in weka tool. 

II. RELATED WORKS 

In paper [1], proposed a precise technique for detecting the thyroid by utilizing the back propagation algorithm. Artificial Neural 

Network is developed using the back propagation of error to identify the preliminary thyroid prediction. ANN is trained 

subsequently for testing the experimentally, but not the same training sets. The training can be done in two ways as supervised 

learning and unsupervised learning. The experimental result is carried out in MATLAB Neural Network Toolbox Software. This 

provides better performance than the simple gradient descent algorithm. 
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In paper [2], classification approaches are discussed that are utilized for the prediction of class label. This classification of dataset 

helpful for the prediction of various diseases from large volume of patient’s dataset. Diabetic’s dataset is used for the classification 

based on the decision table from the support and confidence to obtain better accuracy. The naïve bayes and fuzzy KNN are 

processed together for the medical dataset which provides better accuracy.        

In paper[3], Ling Chen et al., proposed a graph-based semi-supervised learning algorithm called SHG-Health (Semi-supervised 

Heterogeneous Graph on Health) to predict the risky patients from the electronic health record. The Cause Of Death(COD) database 

are prepared the high risk dataset from the GHE database. The risky patients are classified using the semi-supervised learning with 

label propagation which includes the patient personal details, metal report and physical report.  

In paper[5], Sudesh Kumar and Nancy proposed a clustering and data mining technique. The normalization approach is used to 

retrieve the efficient information with efficient factor. This approaches are Min-Max, Z-Scaling, decimal scaling normalization. 

The K-means clustering algorithm is utilized to cluster in less time. The clustering process helps to detect the homogeneous groups 

of objects based on the values of their attributes. The Z-score normalization technique is combined with the K-means clustering 

technique. 

III. PROPOSED METHODOLOGY 

 Dataset Description 

The dataset is extracted from the UC Irvine Machine Learning Repository. The Hypothyroid dataset are used for the research and 

development department for experimental purposes. The dataset contains 3090 instances. In this 149 data comes under hypothyroid 

and 2941 data is negative cases. The attributes are shown in the table below: 
Table - 1 

Hypothyroid Dataset 

Attribute Name Value type 

age continuous,?. 

sex M,F,?. 

on_thyroxine f,t. 

query_on_thyroxine f,t. 

on_antithyroid_medication f,t. 

thyroid_surgery f,t. 

query_hypothyroid f,t. 

query_hyperthyroid f,t. 

pregnant f,t. 

sick f,t. 

tumor f,t. 

lithium f,t. 

goitre f,t. 

TSH_measured f,t. 

TSH continuous,?. 

T3_measured f,t. 

T3 continuous,?. 

TT4_measured f,t. 

TT4 continuous,?. 

T4U_measured f,t. 

T4U continuous,?. 

FTI_measured f,t. 

FTI continuous,?. 

TBG_measured f,t. 

TBG continuous,?. 

 Random Forest Approach 

The dataset collected from the source is classified using the random forest algorithm. Random forest is an ensembles of unpruned 

classification or regression like bootstrapping algorithm with number of decision trees. It is the blend of tree predictors where each 

tree relies on the values of the vector selected randomly and independently. When new input data is given, the algorithm makes 

trees of those input data and places them in forest. Random forest commonly provides a massive improvement than the single tree 

classifier such as CART and C4.5. The main advantage of the random forest algorithm are as follows: 

1) Its accuracy is as good as Adaboost and sometimes better. 

2) It's relatively robust to outliers and noise. 

3) It's faster than bagging or boosting. 

4) It gives useful internal estimates of error, strength, correlation and variable importance. 

5) It's simple and easily parallelized. 

Steps involved in the random forest algorithm are as follow 



Thyroid Data Prediction using Data Classification Algorithm 

(IJIRST/ Volume 4 / Issue 2 / 034) 

 

 
All rights reserved by www.ijirst.org 210 

 Select number of trees (Tn) to grow. 

 Select Vm number of variables which is used to split each node. Vm is the number of input variables. 

 Make trees to grow(decisions), for each tree the following is done: 

 Build a sample of size S obtained from the N training cases and allow it to grow. 

 While growing a tree at each node, select Vm variables in random from M which is used to find the best split. 

 Grow the tree to a maximal extent where there is no pruning. 

 The classification point K collects the votes from every tree in the forest and then use majority voting to decide on class label.     

IV. EXPERIMENTAL RESULT 

Weka is an open source data mining tool and it is developed by University of Waikato in New Zealand where the data mining 

algorithms are designed using the java language. Weka performs data mining task which contains number of machine learning 

algorithm. It includes process such as data processing and visualization, attribute selection, classifications, prediction (nearest 

neighbour), model evaluation, clustering, association rules.    

 
Fig. 1: Represent the preprocessing stage of the thyroid dataset 

The result is obtained from the weka tool itself where the accuracy, precision, recall and F-measures are calculated in it. 
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Fig. 2: Represent the classification of dataset using the random forest algorithm 

 
Fig. 3: Visualize the classification of the thyroid dataset 
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Table - 2 

Confusion matrix Result for Different K value 

K=n 10 8 6 3 

Accuracy 70.519 % 71.086 % 71.160 % 71.162 % 

TP rate 0.705 0.711 0.712 0.712 

FP rate 0.318 0.312 0.312 0.318 

Precision 0.698 0.701 0.701 0.705 

Recall 0.705 0.711 0.712 0.712 

F-Measure 0.690 0.696 0.696 0.695 

V. CONCLUSIONS 

The thyroid gland is the primary and biggest gland in the endocrine system. The data mining technique is applied on the 

hypothyroid dataset to determine the positive and the negative cases from the entire dataset. The classification of dataset is used to 

give better treatment, decision making, diagnose disease. In this paper, hypothyroid disorder is predicted using the random forest 

approach from data mining technique. The experimental result provides improved accuracy, precision, recall and F-measure by 

comparing the random forest with LDA algorithm. Future work is applied on validating the multiple disease dataset simultaneously 

like heart disease, diabetics, and many.  
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